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ABSTRACT

Objective: New psychoactive substances (NPS) have been rapidly developed to avoid legal entanglement. In 2013–2018, the number of cathinone-
derived compounds increased from 30 to 89. In 2016, of 56 NPS compounds, 21 were identified as cannabinoid-derived; only 43 were regulated in 
the narcotics law. Artificial intelligence, such as machine and deep learning, is a method of data processing and object recognition, including human 
poses and image classifications.

Methods: Herein, the machine and deep learning methods for cathinone- and cannabinoid-derived compound classification were compared using 
pharmacophore modeling as the reference method. For classifying cathinone-derived compounds, the structure was transformed into fingerprints, 
which was used as a learning parameter for the machine and deep learning methods. Contrarily, the physicochemical properties and fingerprint shape 
were utilized as learning materials for the deep learning method to classify the cannabinoid-derived substances.

Results: Consequently, in the cathinone-derived compound classification, the deep learning method produced the accuracy and Cohen kappa values 
of 0.9932 and 0.992, respectively. Furthermore, such values in the pharmacophore modeling method were higher than those in the machine learning 
method (0.911 and 0.708 vs. 0.718 and 0.673, respectively). In the cannabinoid-derived compound classification, the deep learning method with the 
fingerprint form had the highest accuracy and Cohen kappa values (0.9904 and 0.9876). Such values in this method with the descriptor form were 
higher than those in the pharmacophore modeling method (0.8958 and 0.8622 vs. 0.68 and 0.396, respectively).

Conclusion: The deep learning method has the potential in the NPS classification.
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INTRODUCTION

New psychoactive substances (NPS) are frequently misused 
psychoactive compounds that mimic psychoactive drugs. Some of these 
are the cathinone and cannabinoid derivatives, which are often modified 
to avoid legal entanglement [1-5]. Due to the rapid development of 
NPS, new methods are made to quickly identify them as one of the 
compounds regulated in a country.

In silico research can support the conventional one, which requires 
a relatively long time. Using this approach, a new cannabinoid 
ligand has been discovered. Accordingly, this in silico approach 
can determine the similarities in a compound by comparing its 
physicochemical properties and quickly analyze the structural 
similarity in large numbers. In addition, the fingerprint modeling 
can be used to identify the similarities in both 2- and 3-dimensional 
structures [6]. The pharmacophore modeling can also search for 
structural similarity [7].

In this study, the machine and deep learning methods for the 
cathinone- and cannabinoid-derived compound classification were 
compared, and the pharmacophore modeling was used as a reference 
method. In the classification of the cathinone-derived compounds, the 
structure was transformed into fingerprints and this form was used as 
a learning parameter for the machine and deep learning methods. On 
the other hand, in the cannabinoid-derived compound classification, 
the physicochemical properties and fingerprint shape were used as 
the learning parameters for the deep learning method, which were 
expected to be an alternative approach in the classification process of 
compounds.

METHODS

Tools
The computers with Intel® i7 950 processor (CPU), Nvidia® GeForce 
GTX 680 graphics processor, and 24-GB DDR3 Random Access Memory 
with the Windows 10 Pro operating system were used in this study. 
Furthermore, the programs included Knime 3.5.1 [8], MarvinSketch 
18.13, and LigandScout 4.2.

Materials
The database consisted of 360 2D NPS structures. In addition, the 
structures referring to PubChem were drawn using MarvinSketch and 
stored in 2D forms.

Classification of the cannabinoid- and cathinone-derived 
compounds using the pharmacophore modeling method
The structure of the NPS tested (cathinone and cannabinoid) was 
divided into two sets of compounds using the clustering method based 
on the structural similarity, and these were used as a training set to 
create a pharmacophore model. Compounds other than the training 
set were used as the test set. Subsequently, the pharmacophore model 
produced by the training set was tested against the test set. Then, the 
prediction results were used to determine the accuracy and Cohen 
kappa values.

Classification of the cathinone-derived compounds using the 
machine learning method
The structure of NPS compounds was drawn using MarvinSketch and 
stored in *.smi format. Then, using the fingerprint calculator in the 
Knime program, this was converted into a fingerprint in binary number 
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format. The variation was done on the number of bits (i.e., 512, 1024, 
and 2048), and the iteration was fixed at 10. Each experiment was 
carried out 5 times. Subsequently, the structure was labeled according 
to the NPS group conducted in the study. The fingerprint clustering in 
the Knime program was used for the classification and the results were 
shown by the accuracy and Cohen kappa values.

Classification of the cathinone-derived compounds using the deep 
learning method
Using the fingerprint calculator in the Knime program, the NPS 
structure in *.smi format was converted into a fingerprint in binary 
number format. Then, the compounds were separated into training 
and test sets. The former set was used as a learning material and for 
the prediction of the latter set. The variation was done on the number 
of bits (i.e., 1024, 2048, and 4096). Moreover, the iteration and dense 
layer in the learning parameters were fixed at 10 and 2, respectively. 
The variations in these parameters were carried out on the number of 
epochs (i.e., 5, 100, and 250). Each experiment was repeated 5 times, 
and the classification results were shown by the accuracy and Cohen 
kappa values.

Classification of the cannabinoid-derived compounds using the 
deep learning method
Two learning materials were used to classify the cannabinoid-derived 
compounds in the deep learning method: The fingerprint format and 
physicochemical property descriptors performed with the Knime 
program.

Changing structural image into a binary form using the fingerprint 
calculator in the Knime program did classification with fingerprint 
formats. Then, the compounds were separated into training and 
test sets. The former set was used as a learning material and for the 
prediction of the latter set. The variations were made on the number of 
bits (i.e., 512 and 1024). Moreover, the iteration and dense layer in the 
learning parameters were fixed at 50 and 2, respectively. The variations 
in these parameters were carried out on the number of epochs (i.e., 5, 10, 
and 50). Each experiment was repeated 5 times, and the classification 
results were shown by the accuracy and Cohen kappa values.

With the physicochemical property descriptors as the learning material, 
the classification was done by calculating the compound descriptor 
values using the descriptor calculation. The descriptors used in this study 
included the van der Waals surface area values based on the compound 
log p and the compound’s atomic partial values, amounts of cyclic 
nitrogen and acyclic oxygen, and numbers of acyclic duplicates, nodules 
divided by two rings altogether, and ends divided by two rings altogether. 
Furthermore, the compounds were separated into training and test sets. 
The former set was used as a learning material and for the prediction of 
the latter set. Furthermore, the iteration and dense layers in the learning 
parameters were fixed at 50 and 2, respectively. The variations in these 
parameters were carried out on the number of epochs (i.e., 5, 10, and 
50). Each experiment was repeated 5 times, and the classification results 
were shown by the accuracy and Cohen kappa values.

RESULTS AND DISCUSSION

Classification of the cannabinoid- and cathinone-derived 
compounds using the pharmacophore modeling method
A total of 127 test sets and 223 decoy compounds were used for the 
cannabinoid derivative classification. The prediction results of the 
pharmacophore modeling method for this classification are presented 
in Table 1.

For the classification of the cathinone-derived compounds, 44 test set 
and 271 decoy compounds were used. The prediction results of the 
pharmacophore modeling method for this classification are shown in 
Table 2.

Consequently, the results of the classification of the cannabinoid-
derived compounds using the pharmacophore modeling method were 

poor. The Cohen kappa and accuracy values were 0.396 and 0.68, 
respectively. This was due to the diverse structure of the ligand used in 
this experiment, resulting in more varied data. The more identical the 
data in a group, the better the accuracy obtained [9].

On the contrary, the classification of the cathinone-derived compounds 
using the pharmacophore modeling method had a good sensitivity 
result, which was 1, indicating that this predicted an active compound 
more accurately. This method also had a specificity value of 0.897, 
denoting that most decoy compounds can be predicted correctly. 
However, some compounds were still predicted as false positives. In 
addition, its accuracy and Cohen kappa values were 0.911 and 0.708, 
respectively, signifying that this method had a strong acceptance 
level [10].

Both results indicated the differences in the acceptability values of 
the two methods. The pharmacophore modeling did not distinguish 
the active and decoy compounds well in the cannabinoid derivative 
classification but adequately differentiated them in the classification of 
the cathinone derivatives.

Classification of the cathinone-derived compounds using the 
machine learning method
The results of the cathinone derivative classification are shown in 
Figs. 1 and 2.

In this method, clustering was done based on the fingerprint similarity 
in the binary number form. The greater the data processed, the lower 
the accuracy of the prediction [11]. This was shown as the increase in 
the number of fingerprint bits reduced the accuracy and Cohen kappa 
values.

The best results in this method included a group with a strong 
acceptability value, with an average Cohen kappa value of 0.637 [10]. 

Table 1: Prediction results of the cannabinoid-derived 
classification using pharmacophore modeling method

S. No. Database prediction Active Decoy
1. Active 114 13
2. Decoy 99 124

Table 2: Prediction results of the cathinone-derived 
classification using pharmacophore modeling method

S. No. Database prediction Active Decoy
1. Active 44 28
2. Decoy 0 243
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Fig. 1: Difference in the accuracy value to the number of bits
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However, these results were not supported with good precision since 
the data were too varied.

Classification of the cathinone- and cannabinoid-derived 
compounds using the deep learning method
To classify the cathinone-derived compounds, a method with the bit 
number variations of 1024, 2048, and 4096 was used. The bit number 
used was the Morgan fingerprint type. This generates bits from tracking 
each atomic molecule with unique properties such as donors, acceptors, 
aromatic rings, halogens, and charges. Thus, this fingerprint is often 
used to search for molecular similarities. The results of the cathinone 
derivative classification are shown in Figs. 3 and 4, whereas those of the 
cannabinoid derivative one are presented in Figs. 5 and 6.

The variations of the bit number and epoch were done in this study. 
According to the research conducted by Gulli and Pal [12], the 
increased accuracy of the training and test sets occurs along with an 
increased epoch number. As shown in Fig. 4, the bit number 1024 
had high accuracy (0.99272 for epoch 5) and Cohen kappa values. 
Increasing the epoch using the same bit number did not necessarily 
affect the accuracy or Cohen kappa values. However, the consistency 
of prediction results was noted: Five experiments produced the 
relative standard deviation (RSD) of 0.24% for the bit number 1024 
and epoch 250. Moreover, the RSD value for the method with the bit 
number 1024 and epoch 5 was 0.32% and that with epoch 100 was 
0.32%. Likewise, for the classification of the cannabinoid-derived 
compounds, the RSD value for the method with the bit number 512 
and epoch 5 was 0.27% and that with epoch 50 was 0.17%. This was 
not in accordance with the results reported by Gulli and Pal [12]; 
therefore, it can be caused by the different deep learning methods 
used.

Increasing the bit number in the same epoch did not necessarily affect 
the accuracy or Cohen kappa values. In Fig. 5, no significant difference 
in the accuracy or Cohen kappa values was noted with the increased 
bits. Moreover, in epoch 5, the bit number 512 had an accuracy 
value of 0.9902, while 1024 had 0.9900. The addition of bits actually 
decreased the consistency of the prediction results, which can be seen 
from the RSD value on epoch 50 for 512 bits by 0.17% and 1024 bits 
by 0.51%.
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Fig. 2: Differences in the Cohen kappa value to the number of bits
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Fig. 4: Difference in the Cohen kappa value to the bit number and 
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epoch

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

512 1024

Co
he

n 
ka

pp
a

Bit number

Epoch 5

Epoch 10

Epoch 50

Fig. 6: Difference in the Cohen kappa value to the bit number and 
epoch



Int J App Pharm, Vol 12, Special Issue 1, 2020
 Aryati et al. 

 The 4th International Conference on Global Health 2019 50

Classification of the cannabinoid-derived compounds using the 
deep learning method with the descriptor
The results of the classification of the cannabinoid-derived compounds 
using the deep learning method with the descriptor as a learning 
material are shown in Figs. 7 and 8.

In this method, the increased number of epochs did not significantly affect 
the accuracy or Cohen kappa values. This also has poor consistency as seen 
from its highest RSD value of 6%. Thus, the results of the deep learning 
method with the descriptor were considered to be less consistent [13] 
because the descriptor parameters used as the learning material were 
less specific compared with those with the fingerprint method. In the deep 
learning method with the descriptor, the learning material relied only 
on the physicochemical values, so the data used to produce the learning 
algorithm were less specific and not absolute. Consequently, it showed 
less consistent results compared with the deep learning method with 
fingerprints, which used binary numbers that had absolute values, thereby 
producing an excellent learning material. Another factor that caused the 
validation value to be worse was the lacking number of training sets, and 
thus the learners were unable to predict all data correctly [14,15].

CONCLUSION

Based on the results, compared with the machine learning 
method, the pharmacophore modeling was better in classifying 

the cathinone-derived compounds. However, for the classification 
of the cannabinoid-derived compounds, the deep learning method 
was superior to the pharmacophore modeling one. In addition, 
this method with the descriptor learning materials was better than 
the pharmacophore modeling one for the cannabinoid derivative 
classification. Furthermore, among the three methods, the deep 
learning one with the fingerprint learning material was the best for the 
classification of the cannabinoid and cathinone derivatives.
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